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Abstract. We propose an enhancement to the MicKey architecture,
a state-of-the-art method for map-free localization, by integrating the
Depth Anything network [10] to improve depth estimation. Our ap-
proach uses Depth Anything-generated ground truth depth maps dur-
ing MicKey’s training, resulting in more accurate depth predictions, es-
pecially in challenging regions like depth discontinuities. Experimental
results show that our method maintains competitive performance across
key metrics while requiring minimal supervision, thereby improving the
versatility and accessibility of the MicKey framework for diverse datasets.
Code: https://github.com /micropilot/dualmapfree

1 Proposed Method & Implementation Details

We propose modifying the MicKey architecture, which currently demonstrates
exceptional performance on the map-free localization benchmark. MicKey uti-
lizes a feature extractor that partitions the image into patches and computes
four different types of features for each patch: 1) a 2D offset (U), 2) keypoint
confidence (¢), 3) depth value (z), and 4) descriptor vector (D).

To improve depth learning during MicKey’s training, we explored integrating
the Depth Anything network [10], which is known for its impressive zero-shot
capabilities and reduced generalization error, into MicKey. This network has
been trained on a large-scale dataset of approximately 62 million samples and
demonstrates lower generalization error. We use this network to generate ground
truth depth images from the map-free dataset.

By incorporating Depth Anything-generated ground truth depth maps into
MicKey’s training, we anticipate several key advantages:

— The supervision provided by these high-quality depth maps can guide MicKey
in learning more accurate depth estimations, particularly in regions where
traditional feature detectors might struggle, such as areas with depth dis-
continuities or corners. This additional supervision helps mitigate one of the
primary issues with conventional depth estimators, which often fail in such
challenging areas due to their independent operation from feature detectors.

— Secondly, the use of Depth Anything reduces the reliance on extensive ground
truth depth data, which can be difficult to obtain in certain domains. This
aligns with MicKey’s design philosophy of requiring minimal supervision,
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making it even more versatile and accessible for training across various
datasets without the need for comprehensive depth annotations.
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Fig. 1: Depth Anything network integrated with MicKey training.

Figure 1 illustrates the integration of Depth Anything ground truth during
MicKey’s training by computing the mean square loss between the ground truth
(z’) and predicted depth features (z) and adding this loss to the VCRE loss.
To ensure compatibility between the ground truth depth map and the predicted
depth map’s shape, we partition the ground truth depth map into patches and
compute the average depth for each patch. This new term ensures that the
network’s depth predictions align with the high-quality depth estimates provided
by the Depth Anything model. By doing so, we can guide the network to learn
more accurate and robust depth representations, leveraging the strengths of the
ground truth depth maps without altering the core architecture of MicKey.

2 Result

In our evaluation, we compared the modified MicKey architecture with several
leading methods in the map-free localization benchmark, as detailed in Table 1.
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Method VCRE<45° Median Reproj. Err <25cm, 5°  Median Error
AUC Precision  Error (px) AUC Precision Trans. (m) Rot. (°)

MicKey [1] 0.558 30.1% 126.9 0.283 12.0% 1.59 26.0
FAR [7] 0.481 25.3% 137.1 0.392 17.7% 1.48 17.3
RoMa [4] w/ MicKey 0.604 37.8% 1119 0546 314% 118 156
SuperGlue [8] w/ MicKey 0.556 29.8% 139.9 0.490 23.5% 1.70 26.1
LoFTR [9] w/ MicKey 0.550 27.2% 1550 0467 20.3%  1.92 336
DPT & ASpanFormer [2] 0.414 20.8% 161.8 0.361 16.3% 1.90 29.2
DPT & LightGlue w/ DISK 0.355 19.5% 138.8 0.314 15.9% 1.44 18.5
DPT & DISK 6] 0.346 15.1% 208.2 0.264 10.2% 2.59 52.0
DPT & DeDoDe |[3] 0.325 16.9% 167.4 0.265 12.5% 2.02 30.3
DPT & SiLK [5] 0.192 9.8% 176.4 0.157 7.3% 2.21 33.8
MicKey (GT-Depth) 0.548 28.0% 141.96 0.273 10.765% 1.842 30.78

Table 1: Comparison of different methods from map-free localization single frame
leaderboard.

Specifically, we compared our approach against the original MicKey [1], FAR [7],
RoMa [4] combined with MicKey, SuperGlue [§] integrated with MicKey, and
LoFTR [9] paired with MicKey. Additionally, we assessed the performance of
combinations of DPT with ASpanFormer [2], LightGlue integrated with DISK,
DISK [6] alone, DeDoDe [3], and SiLK [5]. The results demonstrate the com-
petitive performance of our approach, particularly when using Depth Anything-
generated ground truth depth maps, highlighting its effectiveness in improving
depth estimation within the MicKey framework.
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